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Purpose	  of	  the	  study	  

•  Underlying	  physical	  processes	  in	  Single	  Event	  
Gate	  Rupture	  (SEGR)	  are	  unknown	  

•  Oxide	  breakdown	  dependence	  on	  
– oxide	  thickness	  
– penetraFng	  ion	  (energy,	  LET,	  Z)	  
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DEVICES	  UNDER	  TEST	  

•  Manufactured	  by	  	  
– STMicroelectronics,	  Catania,	  Italy	  
– Sandia	  NaFonal	  Laboratories,	  NM,	  USA	  

•  MOSFETs	  (power	  and	  regular)	  and	  MOS-‐
capacitors	  with	  various	  SiO2	  thicknesses	  
(20nm	  –	  110nm)	  

•  Also	  SiO2	  –	  SiN	  sandwich	  structures	  (various	  
tox-‐tni	  combinaFons)	  
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Charge	  collecFon	  measurements	  
•  MOS-‐structure	  as	  a	  detector	  
•  No	  clear	  signature	  prior	  to	  breakdown	  
•  Gate	  current	  signal	  masked	  by	  the	  displacement	  current	  
•  Metal-‐Insulator-‐Metal	  structures?	  In	  the	  future…	  
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SEGR	  measurements	  

•  Bias	  on	  the	  gate	  
•  Drain	  and	  	  source	  grounded.	  
•  Heavy	  ions	  from	  RADEF	  cocktail:	  	  
– Xe,	  Kr,	  Fe,	  Ar	  

•  Only	  the	  oxide	  was	  considered	  

6.6.2013	  

METAL	  
OXIDE	  

SEMICONDUCTOR	  

+	  
Vbias	  
-‐	  



UNIVERSITY OF JYVÄSKYLÄ!

Breakdown	  field	  vs.	  tox	  	  
vs.	  ion	  species	  
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Heavy-‐ion	  energy	  deposiFon	  in	  	  
small/thin	  targets	  	  

AVERAGE	  ENERGY	  DEPOSITION	  	  ~	  	  LET*tox	  

STRAGGLING	  

Geant4	  simulaFons:	  target	  =	  SiO2	  135nm	  
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StochasFc	  process	  ≠	  Average	  value	  
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Edep	  dependence	  on	  tox	  
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LET	  

G4-‐simulaFons	  
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Fig. 3. Normalized spectra of the energy deposition (top graph) by Kr-
ions in SiO2 layers with different thicknesses (20, 35, 47, 57.5 and 85 nm)
simulated by using GEMAT-code [16], in the cases of mono-energetic beams
at 5.4 MeV/u directly to the SiO2-target (crosses) and at 9.3 MeV/u through
a degrader (50µm-Kapton+2.5µm-Mylar) (dots). The bottom graph shows the
relative standard deviation in the gaussian simulated energy deposition spectra
(crosses and dots) as a function of oxide thickness. There is also the values for
σ as estimated from Eq. (9) for mono-energetic 5.4 MeV/u Kr-beam (squares).
The colors and the markers in top and bottom graphs correspond to each other.

very small effect on the overall distribution of the deposited
energy at the target volume. The straggling in the target itself
has a more dominant effect. This can be observed also by
considering the ratio of the standard deviation in the energy
loss, Ω, derived from Eq. (7), to the mean energy deposition,
defined by LET · tox. This gives actually the relative standard
deviation in the energy deposition spectrum (cf. above) due to
the straggling as follows

σ =
Ω

〈∆E〉
=

Ω

LET · tox
≈

Z1

√
A

LET ·
√
tox

, (9)

where it can be seen that for a given ion (Z1 and LET assumed
as constants) σ ∝ 1√

tox
. This is illustrated in the lower graph of
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Fig. 4. Experimental electric fields in the oxide at the breakdown as a
function of oxide thickness for different ions and energies.

Fig. 3, where σ from both the simulations and from Eq. (9) are
presented. Here it can be observed that in the case of degraded
beam the total broadening of the energy deposition spectra is
governed by the energy loss straggling in the target volume,
not in the overlayers. The difference ∼ 30% between the
standard deviation from Geant4-simulation results and Eq. (9)
is assumed to be due to approximations made in the straggling
formulations already in Eq. (6). Nevertheless, the qualitative
behaviour of the straggling as a function of oxide thickness,
ion species, and LET remains the same. Similar difference was
observed also in the simulations for Ar-ions.

IV. RESULTS AND DISCUSSION

Fig. 4 shows the experimental oxide fields at the onset of
SEGR presented as a function of oxide thickness for devices
studied in this work, irradiated with different ions. Each data
point corresponds to 1–3 devices. The error bars are mainly
governed by the ±10% uncertainty in the oxide thickness.
These results are qualitatively in fairly good agreement with
the literature, i.e. heavier ions (Xe) seem to decrease the
breakdown threshold more than the lighter ions (Ar). However
this is not exactly a monotonic behaviour as a function of
neither the Z1 nor the LET. This can be observed by taking
a closer look at the data. The LET values for argon at
4.2 MeV/u and iron at 9.3 MeV/u are 15.54 MeV/(mg/cm2)
and 20.12 MeV/(mg/cm2), respectively, but still with Ar-ions
the oxide breakdown occurs at the same, or even lower, electric
fields than that of Fe-ions. This supports the idea that also
some other characteristics besides the LET or the atomic
number of the projectile need to be taken into account.
In this work, correlation of the threshold electric fields for

SEGR with the combination of the mean (i.e. LET) and the
statistical variance (i.e. straggling) of the electronic stopping
force, has been examined. For this a new variable is introduced

χ = LET · Z2
1 · tox. (10)

This corresponds qualitatively to a product LET · Ω2, only
that the constant A, defined in Eq. (8), is omitted in order to
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TABLE II
INFORMATION ON THE DEVICES UNDER TEST USED IN THIS WORK AND FROM REFS. [5], [6], [12], [13].

Device type oxide thickness Manufacturer device model reference
[nm]

NMOS-capacitor 20, 35, 47, 57.5, 85 STMicroelectronics 2M6K this work
N-type powerMOS 47 STMicroelectronics HNB8 this work
P-type powerMOS 47 STMicroelectronics HP6M this work
N-type powerMOS 120 Harris Semiconductor FSL23A4 Refs. [6], [13]
N-type powerMOS 30, 50, 70, 100, 150 Harris Semiconductor unknown Ref. [5]
Operational amplifier 56 Analog Devices OP27EJ Ref. [12]
MOS-capacitor 64.8 Sandia National Labs unknown Ref. [12]
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Fig. 1. The ratio of total straggling, Ω2, from Eq. (7) and the Bohr’s
straggling as a function of ion energy per nucleon for Ar (solid), Fe (dashed),
Kr (dash-dotted) and Xe-ions (dotted line).

where

A = 4π(αh̄c)2NZ2

B =
3 · I
2mec2

(8)

are the target dependent constants. In case of SiO2 the values
for the constants are A = 1.818 · 10−8 MeV2/nm and
B = 4.1 · 10−4. In Eq. (7) LET is given units of MeV/nm.
The dependence of the straggling on ion energy is presented

in Fig. 1, for each of the ions used in this work, as calculated
from Eq. (7). The straggling for each of the ions is scaled with
the Bohr’s straggling, which is independent on the ion energy.
From this figure it is seen that at energies above ∼2 MeV/u
the straggling can be estimated (within ±5 %) by using only
the Bohr’s straggling, Ω2

Bohr. Hence, for a given target the
straggling can be assumed Ω2 ∝ Z2

1 · tox.
From the experimental point of view, the next question is:

How the overlayers, e.g. energy degraders, affect on the ion
energy and its LET, and thus on the statistics of the energy
deposition in the SiO2? In order to demonstrate the effect for
Ar- and Kr-ions used in this work, first a simple simulation
was done by using TRIM/SRIM-tool [10]. In this simulation
energy spectra of these ions were determined after penetrating
the corresponding thicknesses of Kapton and Mylar (see
Table I). Here, the initial beam, before the degrader layers, was
assumed as mono-energetic at 9.3 MeV/u. This is a reasonable
assumption considering the energy resolution for the initial
ion beam from the cyclotron, which is better than 0.5%. The
simulated energy spectra are presented in Fig. 2. From these
spectra it can be seen that the energy loss straggling in the
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40Ar after Kapton(75µm) + Mylar(22.5µm)
82Kr after Kapton(50µm) + Mylar(2.5µm)
Gaussian fit with σ = 0.61%
Gaussian fit with σ = 0.32%

Fig. 2. Normalized spectra of the ion energy at the target after degrader
layers as simulated by using SRIM/TRIM-code [10] for Ar- (crosses) and
Kr-ions (dots). The corresponding gaussian fits are presented with solid and
dashed lines, respectively.

degrader foils causes only a small broadening in the energy
distribution at the target level. In these energy distributions,
the relative standard deviation σ < 1%. Here the relative
standard deviation is defined from the gaussian fit, from which
the standard deviation is divided by the mean energy of the
distribution. This small deviation in the projectile energy due
to straggling in the degrader would be expected to result in
only small deviation in the LET-value also. Thus, the dominant
contribution in the uncertainty of LET at the device surface
is from the tolerance of the degrader thickness. The total
uncertainty in the mean LET for degraded beams is considered
to be 5%.
In order to illustrate the differences in the statistics of the

energy deposition in thin targets for mono-energetic beam and
the beam in more realistic case, simulations were done by
using GEMAT-code (Geant4-based Microdosimetry Analysis
Tool) [16]. Here, simulations were performed for two different
cases for each target thicknesses: (1) mono-energetic beam at
5.4 MeV/u in SiO2-target and (2) mono-energetic beam at
9.3 MeV/u through the degrader placed before the target. The
latter would be comparable to the real experimental situation.
The simulation results are presented in Fig. 3. In the upper
graph, the energy deposition spectra for each of the target
thicknesses are presented for both of the two beam conditions.
The data for mono-energetic beam at the target are shown in
crosses and for the degraded beam in dots. This graph verifies
that the energy loss straggling in the degrader overlayers have
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2

TABLE I
THE USED IONS WITH THEIR ENERGIES, LET AND PENETRATION RANGE. THE DEGRADED ENERGIES ARE ESTIMATED WITH TRIM [10] AND THE LET

AND THE RANGE VALUES ARE ESTIMATED BY USING SRIM-CODE [10].

Ion Mean energy degrader Mean LET(SiO2) penetration range
@DUT [MeV/u] @surface [MeV/(mg/cm2)] [µm]

40Ar 9.3 none 10.99 110
40Ar 4.2 75 µm Kapton + 22.5 µm Mylar 15.54 42
56Fe 9.3 none 20.12 90
82Kr 9.3 none 34.87 87
82Kr 5.4 50 µm Kapton + 2.5 µm Mylar 40.28 51
131Xe 9.3 none 65.04 83

process tolerance for the gate oxide thickness was ±10% for
all other thicknesses except for 85 nm it was±5%. The devices
were screened, in order to remove outliers, by measuring the
current–voltage (I–V) characteristics before the irradiation.
From the I–V curves the onset of Fowler–Nordheim (FN)
tunneling was determined for each oxide thickness. For the
MOS-devices the FN-tunneling typically occurs at oxide fields
above 6 MV/cm [11]. By comparing I–V curves of devices
with different oxide thicknesses, the poor devices can be
detected.
In the SEGR experiments the bias voltage was applied

to the gate electrode, while other electrodes (bulk for the
capacitors and additionally for powerMOS also drain and
source) were grounded. The bias was supplied by using a
Keithley 2612A Source Meter Unit. During irradiation the
gate leakage current was monitored in order to detect the
SEGR. After each irradiation step up to 3 · 105 cm−2, if no
SEGR was observed, the bias voltage was increased with 0.5–
2 V increments, depending on the oxide thickness (0.5 V for
20 nm and 2 V for 85 nm), until a SEGR was observed. The
threshold voltage for SEGR was determined by the average of
the voltages at which the SEGR was observed and the value
at the preceeding step. Hence the uncertainty in the threshold
voltage for SEGR is less than 5%.
In addition, data from Refs. [5], [6], [12] were used in the

building of the semi-empirical model.

III. SEMI-EMPIRICAL MODEL
In Refs. [4], [5] there is a empirical formula for predicting

the electric field, Ebd, in the oxide at which the breakdown
would occur. The formula is given by

Ebd(LET ) =
Eint

1 + LET
53

, (1)

where Eint is the intrinsic breakdown field for the oxide in the
absence of radiation stress, and LET is the ion’s Linear Energy
Transfer given in units of MeV/(mg/cm2). Typically value
Eint ≈ 10 MV/cm is used for MOS-oxides with thicknesses
above 20 nm [14]. In Refs. [6], [7] another empirical formula
for prediction of SEGR is presented. There the breakdown
field is expressed by using the projectile’s atomic number Z1

as the parameter as follows

Ebd(Z1) =
Eint

1 + Z1

44

. (2)

Both of these abovementioned equations are solely based on
parametrization of empirical data. In Ref. [6] Eq. (2) is shown

to exhibit better agreement with the experimental data than
Eq. (1).
In the following a theoretical construction of a semi-

empirical model for predicting the breakdown field for SEGR
is presented. The model is partly based on the statistical
variance in electronic energy loss process, which is also known
as the straggling. The universal relation for electronic stopping
force (or LET) can be written in form

LET ≈ −
dE

dx electronic
=

1

4πε2
0

Z2
1e

4

mev2
NZ2L = N

WBohr

mec2β2
L,

(3)
where N is the atomic density of the target, Z2 is the atomic
number of target, v is the velocity of the projectile, c is the
speed of light in vacuum and β = v

c , ε0 is the vacuum
permittivity, e and me are the electron’s charge and rest mass,
respectively. For non-relativistic case the ion velocity can be
estimated by v =

√

2E
931.5 MeV/c2 , where the energy E is given

in units of MeV/amu. Additionally in Eq. (3), L is the stopping
number, which is dependent on the theory (Bohr, Bethe, Bloch,
etc. Cf. Ref. [15]). Bohr’s straggling parameter is defined as

WBohr =
Z2
1Z2e

4

4πε20
= 4πZ2

1Z2(αh̄c)
2, (4)

where α ≈ 1

137
is the fine-structure constant and h̄ is the

Planck’s constant. According to Ref. [8], the statistical vari-
ance of energy loss, ∆E, of an ion in a target with thickness,
∆x, can be written

Ω2 =
〈

(∆E − 〈∆E〉)2
〉

= N∆xW, (5)

where 〈∆E〉 ≈ LET · ∆x, and W is the total straggling
parameter. By using Eq. (5) Bohr’s straggling variance can
be defined as Ω2

Bohr = N∆xWBohr. In Ref. [8] the ratio of
straggling parameters is given by

W

WBohr
≈ 1 +

〈

v2e
〉

v2

(

2

3
L− 1

)

, (6)

where
〈

v2e
〉

= 3h̄ω0

2me

= 3I
2me

is the average of the mean square
electron velocities in the ground state of the target atom, and
it is a target-dependent constant. Here I is the mean excitation
energy for the electrons in the target. For SiO2 I = 139 eV.
By incorporating Eqs. (6) and (3) into Eq. (5), and for

clarity, substituting∆x with the oxide thickness tox, we obtain

Ω2 = Ω2
Bohr + LET · tox · I −

3 · I
2mec2

Ω2
Bohr

β2

=

[

Z2
1 · A

(

1−
B

β2

)

+ LET · I
]

tox, (7)
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TABLE I
THE USED IONS WITH THEIR ENERGIES, LET AND PENETRATION RANGE. THE DEGRADED ENERGIES ARE ESTIMATED WITH TRIM [10] AND THE LET

AND THE RANGE VALUES ARE ESTIMATED BY USING SRIM-CODE [10].

Ion Mean energy degrader Mean LET(SiO2) penetration range
@DUT [MeV/u] @surface [MeV/(mg/cm2)] [µm]

40Ar 9.3 none 10.99 110
40Ar 4.2 75 µm Kapton + 22.5 µm Mylar 15.54 42
56Fe 9.3 none 20.12 90
82Kr 9.3 none 34.87 87
82Kr 5.4 50 µm Kapton + 2.5 µm Mylar 40.28 51
131Xe 9.3 none 65.04 83

process tolerance for the gate oxide thickness was ±10% for
all other thicknesses except for 85 nm it was±5%. The devices
were screened, in order to remove outliers, by measuring the
current–voltage (I–V) characteristics before the irradiation.
From the I–V curves the onset of Fowler–Nordheim (FN)
tunneling was determined for each oxide thickness. For the
MOS-devices the FN-tunneling typically occurs at oxide fields
above 6 MV/cm [11]. By comparing I–V curves of devices
with different oxide thicknesses, the poor devices can be
detected.
In the SEGR experiments the bias voltage was applied

to the gate electrode, while other electrodes (bulk for the
capacitors and additionally for powerMOS also drain and
source) were grounded. The bias was supplied by using a
Keithley 2612A Source Meter Unit. During irradiation the
gate leakage current was monitored in order to detect the
SEGR. After each irradiation step up to 3 · 105 cm−2, if no
SEGR was observed, the bias voltage was increased with 0.5–
2 V increments, depending on the oxide thickness (0.5 V for
20 nm and 2 V for 85 nm), until a SEGR was observed. The
threshold voltage for SEGR was determined by the average of
the voltages at which the SEGR was observed and the value
at the preceeding step. Hence the uncertainty in the threshold
voltage for SEGR is less than 5%.
In addition, data from Refs. [5], [6], [12] were used in the

building of the semi-empirical model.

III. SEMI-EMPIRICAL MODEL
In Refs. [4], [5] there is a empirical formula for predicting

the electric field, Ebd, in the oxide at which the breakdown
would occur. The formula is given by

Ebd(LET ) =
Eint

1 + LET
53

, (1)

where Eint is the intrinsic breakdown field for the oxide in the
absence of radiation stress, and LET is the ion’s Linear Energy
Transfer given in units of MeV/(mg/cm2). Typically value
Eint ≈ 10 MV/cm is used for MOS-oxides with thicknesses
above 20 nm [14]. In Refs. [6], [7] another empirical formula
for prediction of SEGR is presented. There the breakdown
field is expressed by using the projectile’s atomic number Z1

as the parameter as follows

Ebd(Z1) =
Eint

1 + Z1

44

. (2)

Both of these abovementioned equations are solely based on
parametrization of empirical data. In Ref. [6] Eq. (2) is shown

to exhibit better agreement with the experimental data than
Eq. (1).
In the following a theoretical construction of a semi-

empirical model for predicting the breakdown field for SEGR
is presented. The model is partly based on the statistical
variance in electronic energy loss process, which is also known
as the straggling. The universal relation for electronic stopping
force (or LET) can be written in form

LET ≈ −
dE

dx electronic
=

1

4πε2
0

Z2
1e

4

mev2
NZ2L = N

WBohr

mec2β2
L,

(3)
where N is the atomic density of the target, Z2 is the atomic
number of target, v is the velocity of the projectile, c is the
speed of light in vacuum and β = v

c , ε0 is the vacuum
permittivity, e and me are the electron’s charge and rest mass,
respectively. For non-relativistic case the ion velocity can be
estimated by v =

√

2E
931.5 MeV/c2 , where the energy E is given

in units of MeV/amu. Additionally in Eq. (3), L is the stopping
number, which is dependent on the theory (Bohr, Bethe, Bloch,
etc. Cf. Ref. [15]). Bohr’s straggling parameter is defined as

WBohr =
Z2
1Z2e

4

4πε20
= 4πZ2

1Z2(αh̄c)
2, (4)

where α ≈ 1

137
is the fine-structure constant and h̄ is the

Planck’s constant. According to Ref. [8], the statistical vari-
ance of energy loss, ∆E, of an ion in a target with thickness,
∆x, can be written

Ω2 =
〈

(∆E − 〈∆E〉)2
〉

= N∆xW, (5)

where 〈∆E〉 ≈ LET · ∆x, and W is the total straggling
parameter. By using Eq. (5) Bohr’s straggling variance can
be defined as Ω2

Bohr = N∆xWBohr. In Ref. [8] the ratio of
straggling parameters is given by

W

WBohr
≈ 1 +

〈

v2e
〉

v2

(

2

3
L− 1

)

, (6)

where
〈

v2e
〉

= 3h̄ω0

2me

= 3I
2me

is the average of the mean square
electron velocities in the ground state of the target atom, and
it is a target-dependent constant. Here I is the mean excitation
energy for the electrons in the target. For SiO2 I = 139 eV.
By incorporating Eqs. (6) and (3) into Eq. (5), and for

clarity, substituting∆x with the oxide thickness tox, we obtain

Ω2 = Ω2
Bohr + LET · tox · I −

3 · I
2mec2

Ω2
Bohr

β2

=

[

Z2
1 · A

(

1−
B

β2

)

+ LET · I
]

tox, (7)
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simplify the model. Also Ω2 ∝ Z2
1 ·tox is assumed as discussed

above. One should note that even if the units of χ are in
principle in MeV, the physical meaning of the variable is not
quantitatively concluded here. Anyhow, now the experimental
breakdown electric fields of SEGR can be presented by using
variable χ. This is done in Fig. 5 (a-1), where the inverse of the
experimental breakdown fields are plotted as a function of χ.
For comparison the same data are presented also as a function
of Z1 in Fig. 5 (b-1), with the corresponding model defined by
Eq. (2). The experimental data in these graphs includes data
obtained in this work (see Fig. 4), and data from Refs. [5],
[6], [12].

From the graph (a-1) it is seen that the Ebd follows the
relation

Ebd(χ) =
Eint

1 + a · (χ)b
, (11)

where

a = 0.1465

b = 0.2649 (12)

are the fitting parameters. In this work, for the intrinsic
breakdown field a value ofEint = 10MV/cm was used in both
Eq. (11) and Eq. (2). The correlation between our model and
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Fig. 5. On the left-hand graphs, the inverse of experimental (crosses, diamonds [6], squares [5] and triangles [12]) and the modeled (solid red line) electric
fields for SEGR to occur in SiO2 due to heavy-ion impact as a function of variable χ (a-1) and the atomic number Z1 (b-1) are presented. The dashed lines
represent the ±10% limits below and above values given by each model. Corresponding relative error between experimental SEGR data and the model are
presented on the right-hand graphs.
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Fig. 3. Normalized spectra of the energy deposition (top graph) by Kr-
ions in SiO2 layers with different thicknesses (20, 35, 47, 57.5 and 85 nm)
simulated by using GEMAT-code [16], in the cases of mono-energetic beams
at 5.4 MeV/u directly to the SiO2-target (crosses) and at 9.3 MeV/u through
a degrader (50µm-Kapton+2.5µm-Mylar) (dots). The bottom graph shows the
relative standard deviation in the gaussian simulated energy deposition spectra
(crosses and dots) as a function of oxide thickness. There is also the values for
σ as estimated from Eq. (9) for mono-energetic 5.4 MeV/u Kr-beam (squares).
The colors and the markers in top and bottom graphs correspond to each other.

very small effect on the overall distribution of the deposited
energy at the target volume. The straggling in the target itself
has a more dominant effect. This can be observed also by
considering the ratio of the standard deviation in the energy
loss, Ω, derived from Eq. (7), to the mean energy deposition,
defined by LET · tox. This gives actually the relative standard
deviation in the energy deposition spectrum (cf. above) due to
the straggling as follows

σ =
Ω

〈∆E〉
=

Ω

LET · tox
≈

Z1

√
A

LET ·
√
tox

, (9)

where it can be seen that for a given ion (Z1 and LET assumed
as constants) σ ∝ 1√

tox
. This is illustrated in the lower graph of
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Fig. 4. Experimental electric fields in the oxide at the breakdown as a
function of oxide thickness for different ions and energies.

Fig. 3, where σ from both the simulations and from Eq. (9) are
presented. Here it can be observed that in the case of degraded
beam the total broadening of the energy deposition spectra is
governed by the energy loss straggling in the target volume,
not in the overlayers. The difference ∼ 30% between the
standard deviation from Geant4-simulation results and Eq. (9)
is assumed to be due to approximations made in the straggling
formulations already in Eq. (6). Nevertheless, the qualitative
behaviour of the straggling as a function of oxide thickness,
ion species, and LET remains the same. Similar difference was
observed also in the simulations for Ar-ions.

IV. RESULTS AND DISCUSSION

Fig. 4 shows the experimental oxide fields at the onset of
SEGR presented as a function of oxide thickness for devices
studied in this work, irradiated with different ions. Each data
point corresponds to 1–3 devices. The error bars are mainly
governed by the ±10% uncertainty in the oxide thickness.
These results are qualitatively in fairly good agreement with
the literature, i.e. heavier ions (Xe) seem to decrease the
breakdown threshold more than the lighter ions (Ar). However
this is not exactly a monotonic behaviour as a function of
neither the Z1 nor the LET. This can be observed by taking
a closer look at the data. The LET values for argon at
4.2 MeV/u and iron at 9.3 MeV/u are 15.54 MeV/(mg/cm2)
and 20.12 MeV/(mg/cm2), respectively, but still with Ar-ions
the oxide breakdown occurs at the same, or even lower, electric
fields than that of Fe-ions. This supports the idea that also
some other characteristics besides the LET or the atomic
number of the projectile need to be taken into account.
In this work, correlation of the threshold electric fields for

SEGR with the combination of the mean (i.e. LET) and the
statistical variance (i.e. straggling) of the electronic stopping
force, has been examined. For this a new variable is introduced

χ = LET · Z2
1 · tox. (10)

This corresponds qualitatively to a product LET · Ω2, only
that the constant A, defined in Eq. (8), is omitted in order to
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simplify the model. Also Ω2 ∝ Z2
1 ·tox is assumed as discussed

above. One should note that even if the units of χ are in
principle in MeV, the physical meaning of the variable is not
quantitatively concluded here. Anyhow, now the experimental
breakdown electric fields of SEGR can be presented by using
variable χ. This is done in Fig. 5 (a-1), where the inverse of the
experimental breakdown fields are plotted as a function of χ.
For comparison the same data are presented also as a function
of Z1 in Fig. 5 (b-1), with the corresponding model defined by
Eq. (2). The experimental data in these graphs includes data
obtained in this work (see Fig. 4), and data from Refs. [5],
[6], [12].

From the graph (a-1) it is seen that the Ebd follows the
relation

Ebd(χ) =
Eint

1 + a · (χ)b
, (11)

where

a = 0.1465

b = 0.2649 (12)

are the fitting parameters. In this work, for the intrinsic
breakdown field a value ofEint = 10MV/cm was used in both
Eq. (11) and Eq. (2). The correlation between our model and

10
1

10
2

10
3

10
4

0.1

0.15

0.2

0.25

0.3

0.35

0.4

χ

1/
E bd

 [c
m

/M
V]

 

 

 (a−1)Ar

ArArAr ArAr

ArArAr Ar

Fe
FeFeFe FeKr

KrKrKr Kr
Kr

Kr
Kr KrXe

XeXeXe
Xe

XeXeXe
Xe

CuCuCuCuCuCu

NbNbNbNbNbNb

AuAuAuAu
Au

Au

Ni

Ni Ni Ni Ni
Br

Br
Br Br Br

I
I I I

IAu

AuAu
Au

Au

Au

Au

Au

I I
Ag

Br

Br

NiNi

this work
Titus1998
Titus1995
Boruta2001
Eq. (11); R2=0.9135
± 10%

10
1

10
2

10
3

10
4

−25

−20

−15

−10

−5

0

5

10

15

20

25

CuCu
CuCuCu

Cu

NbNbNbNb
Nb

Nb

Au
AuAu

Au

Au

Au

Ni

Ni

Ni
Ni

Ni

Br Br
Br

Br

Br

I I
I

I

I

Au

Au

Au
Au

Au

Au

Au

Au

I

I

Ag

Br

Br

NiNi

Ar

Ar

Ar
Ar

Ar

Ar

Ar
Ar

Ar
Ar

Fe

FeFeFe

Fe

Kr
KrKrKr

Kr

Kr

Kr
Kr

KrXe

XeXe

Xe Xe
XeXeXe

Xe

χ

re
la

tiv
e 

fit
tin

g 
er

ro
r [

%
]

 (a−2)

0 20 40 60 80 100
0.1

0.15

0.2

0.25

0.3

0.35

0.4

Z1

1/
E bd

 [c
m

/M
V]

 

 

 (b−1)

this work
Titus1998
Titus1995
Boruta2001
Eq.(2); R2=0.8976
± 10%

0 20 40 60 80 100
−25

−20

−15

−10

−5

0

5

10

15

20

25

Z1

re
la

tiv
e 

fit
tin

g 
er

ro
r [

%
]

 (b−2)

Fig. 5. On the left-hand graphs, the inverse of experimental (crosses, diamonds [6], squares [5] and triangles [12]) and the modeled (solid red line) electric
fields for SEGR to occur in SiO2 due to heavy-ion impact as a function of variable χ (a-1) and the atomic number Z1 (b-1) are presented. The dashed lines
represent the ±10% limits below and above values given by each model. Corresponding relative error between experimental SEGR data and the model are
presented on the right-hand graphs.
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Abstract—The underlying physical mechanisms in single event
gate rupture (SEGR) are not known precisely. SEGR is expected
to occur when the energy deposition due to a heavy ion strike ex-
ceeds a certain threshold simultaneously with sufficient electric
field across the gate dielectric. Typically the energy deposition is
described by using the linear energy transfer (LET) of the given
ion. Previously the LET has been demonstrated not to describe the
SEGR sufficiently. The work presented here introduces a semi-em-
pirical model for the SEGR prediction based on statistical varia-
tions in the energy deposition which are described theoretically.

Index Terms—Modeling, MOS, SEGR, semi-empirical.

I. INTRODUCTION

S INGLE event gate rupture (SEGR) is a destructive event
occurring in the gate dielectrics, typically observed in

metal–oxide–semiconductor (MOS) devices due to a heavy-ion
impact. The SEGR can occur also in other device types. The
fundamental physical mechanisms underlying the SEGR are not
well known. Several authors (e.g., see [1]–[3], and references
therein) have suggested that promptly (within picoseconds
or even faster) after a heavy ion impact, a conductive path
through a dielectric occurs. High enough potential difference
across gate oxide coincidently with a highly localized energy
deposition by an ion is assumed to cause a current spike, which
in turn is considered to trigger the SEGR [1]. Contrary to the
conclusions in [1], authors of [2] suggest that the ion-induced
damage in dielectrics is not solely governed by the combination
of the ion’s LET and the electric field in the oxide. Also other
characteristics of the incident ion are suggested to play a role,
e.g., the nuclear stopping (i.e., the displacement damage), or
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the ion’s energy (velocity). So far, the prediction formulae for
SEGR are predominantly parametrized by using either the LET
(see [4] and [5]), or the atomic number ( ) of the projectile
(see [6] and [7]) as the determinant. The latter approach using
has been shown to give more accurate estimates than the

one which uses the LET. The current work presents a model
for SEGR prediction which can be shown to be even more
accurate.
The energy loss, and thus the deposition also, of an ion

traversing matter is a stochastic process. The LET value repre-
sents only the average ionizing energy deposition (or loss) of
the ion per unit length. The statistical variations in the overall
electronic energy loss within the target are described by the en-
ergy loss straggling. Detailed theoretical considerations about
straggling are given. e.g., in [8], which is the main source of the
theoretical derivations used in this work. The work presented
here demonstrates that the electrical field at the onset of an
oxide breakdown in case of SEGR, can be expressed as a func-
tion of the mean LET and the energy loss straggling. Moreover,
the formulation has been simplified to include only the ion’s
mean LET, its atomic number and the oxide thickness of the
studied devices. A semi-empirical formulations are presented.
The model presented here could give rise to a better under-

standing of physics behind the complex phenomenona of SEGR.

II. EXPERIMENTAL SETUP
Experiments were carried out at RADEF Facility [9] in the

University of Jyväskylä, Finland. The selected ions and beam
energies are presented in Table I. All the ions are included in the
standard 9.3 MeV/u heavy-ion cocktail provided by RADEF.
The beam flux was ranging from to , and
the total fluence in each irradiation run was ,
corresponding to approximately of per total
gate area ( in powerMOS and in ca-
pacitors) in average. The lower ion energies were obtained by
degrading the primary beam. The materials used in the energy
degraders and their thicknesses are also included in Table I. All
the irradiations were made in vacuum. The tolerance in the de-
grader thicknesses are considered to be less than 10%. At the
degraded ion energies used in this work this is considered to re-
sult in uncertainty at maximum in the mean LET at the
device surface.
There were three types of devices studied in this work,

N-type MOS-capacitors, N- and P-type powerMOS transistors.
The devices were manufactured by STMicroelectronics in
Catania, Italy. The detailed information on the devices, for
which the data were obtained, is presented in Table II. Each
device with the same oxide thickness were from the same
wafer, and all devices were from the same process lot. The

0018-9499/$31.00 © 2013 IEEE
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simplify the model. Also Ω2 ∝ Z2
1 ·tox is assumed as discussed

above. One should note that even if the units of χ are in
principle in MeV, the physical meaning of the variable is not
quantitatively concluded here. Anyhow, now the experimental
breakdown electric fields of SEGR can be presented by using
variable χ. This is done in Fig. 5 (a-1), where the inverse of the
experimental breakdown fields are plotted as a function of χ.
For comparison the same data are presented also as a function
of Z1 in Fig. 5 (b-1), with the corresponding model defined by
Eq. (2). The experimental data in these graphs includes data
obtained in this work (see Fig. 4), and data from Refs. [5],
[6], [12].

From the graph (a-1) it is seen that the Ebd follows the
relation

Ebd(χ) =
Eint

1 + a · (χ)b
, (11)

where

a = 0.1465

b = 0.2649 (12)

are the fitting parameters. In this work, for the intrinsic
breakdown field a value ofEint = 10MV/cm was used in both
Eq. (11) and Eq. (2). The correlation between our model and
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Fig. 5. On the left-hand graphs, the inverse of experimental (crosses, diamonds [6], squares [5] and triangles [12]) and the modeled (solid red line) electric
fields for SEGR to occur in SiO2 due to heavy-ion impact as a function of variable χ (a-1) and the atomic number Z1 (b-1) are presented. The dashed lines
represent the ±10% limits below and above values given by each model. Corresponding relative error between experimental SEGR data and the model are
presented on the right-hand graphs.
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ery of this region. In insulators the charges are localized 
and there are no free electrons outside the excited region. 
Therefore Baranov et al. [17] proposed the following de- 
scription: hot electrons excited in the conduction bands 
behave like hot electrons in metals. The energy dissipation 
in the electronic system proceeds via the ionization of 
bound electrons at the periphery of the excited region [22]. 
The energy spread stops when the electron energy be- 
comes smaller than the ionization one. Therefore A should 
increase when the ionization energy decreases. That means 
that h should increase when the band gap Eg decreases. 
Till now such a detailed comparison was not possible 
because the radial distribution of the initial energy deposi- 
tion on the electrons was not used directly [23,24]. 

So the goal of this paper is to apply a new numerical 
development of the thermal spike model [25] on two 
insulators, SiO, (Es = 12 eV) and BaFe,,O,s (Es = 1 
eV), taking into account the initial radial energy distribu- 
tion [23]. The A values are deduced. 

2. The thermal spike model in insulators 

The thermal spike model is described mathematically 
by two coupled equations [ 14,15,21] governing the energy 
diffusion on the electron and lattice subsystems respec- 
tively and their coupling. In a cylindrical geometry the two 
equations are: 

C‘$=V(K,VT,)-g(T,-T)+B(r, f), 

PC(T); = V( K(T)VT) + g(T, - T), 

where K, is the electron thermal conductivity, C, the 
electron specific heat, g the electron-phonon coupling 
constant [4], p, C(T) and K(T) the specific mass, the 
specific heat and thermal conductivity of the lattice respec- 
tively, and T, and T the electronic and lattice temperature 
respectively. t and r are the variables of time and space in 
cylindrical geometry. The electronic thermal diffusivity is 
defined by the relation D, = K,/C,. 

The initial spatial energy distribution D(r) is deter- 
mined by Waligorski et al. [23]. It depends on the beam 
energy. It is assumed as previously [15] that the energy 
deposition time r is equal to lo- 15s, time necessary to 
slow down the delta-rays electrons [24]. In the present case 
we assume that B(r, t)=AD(r)oePnr where LY= l/r 
and A is chosen so that 

being the maximum range for electrons projected perpen- 
dicularly to the ion path [23]. As previously tested [25] a 
variation of r by a factor of 5 has no influence on the 
results. 

Contrary to a metal [ 141 it is difficult to determine the 
parameters describing the energy relaxation on the electron 
subsystem and the energy transfer to the atoms. Following 
the hypothesis suggested by Baranov et al. [17] we shall 
consider that hot electrons (the electronic temperature is 
equal or larger than the Fermi temperature) in the conduc- 
tion band of an insulator will behave like hot electrons in a 
metal. Consequently the hot electron specific heat [26] and 
the hot electron diffusivity [27] can be considered as 
constant: C, N 1 J cmP3 K-’ and D - 2 cm* s-‘. So in 
order to be able to consider the preciie spatial time evolu- 

0 -16 '  - 15  - 14  - 13  -12 -11 
10 10 10 10 10 10 

t im e (s) 

Fig. 1. For A = 4 nm evolution of the lattice temperature versus time at a distance of 1 (a), 3 (b), 4.5 (c) and 8 (d) nm from the ion path in 
SiO,. The krypton beam energy was 3.4 MeV/amu corresponding to a S, = 12 keV/nm. The sample was at 300 K. T, and T, correspond 
to the melting and vaporization temperature respectively. 
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Al	   933	   2792	  
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Abstract 
The thermal spike model is used in order to calculate the track radii variation versus electronic stopping power S, in two 

radiolysis resistant oxides: SiO, quartz and BaFe,,O,,. The mean diffusion length A of the energy deposited on the 
electrons is determined by fitting latent track radii versus S,: 4.0 + 0.3 and 8.2 f 1.3 nm respectively for both materials. A 
decrease in the band gap Es (12 and 1 eV respectively) means an increase in A. 

1. Introduction 

In most of radiolysis resistant insulators a strongly 
damaged zone is induced along the path of a swift heavy 
ion by its slowing down in the electronic stopping power 
regime [1,2]. High resolution electron microscopy [3,4] 
combined with other physical characterisations [4] made it 
possible to have a coherent body of experimental results 
on tracks in several materials [5-81. However the damage 
mechanism is unknown. In the 60s the thermal spike 
model [ 1,9, lo] was superseded by the ionic spike model [2] 
in order to explain that insulators are sensitive contrary to 
metallic materials. In the 8Os, due to the use of swift heavy 
ion accelerators, the state of the art has completely changed. 
Metallic materials whatever they are in an amorphous state 
[l l] or in crystalline one 112-141 can be sensitive to ion 
beam irradiation in the electronic stopping power regime. 
A recent detailed development [ 14,151 of the thermal spike 
model allows a relatively good description of the observed 
effects in metals. Concerning the insulators, Sigrist and 
Balzer [16] have shown that the electronic stopping power 
threshold of chemical etching of numerous insulators can- 
not be scaled by the parameters governing the ionic spike 
model. On the contrary a better correlation appears be- 
tween the threshold and the thermal conductivity of the 
irradiated insulators but not with the melting temperature 
in agreement with the first experimental results [ 11. In the 
same way the electronic sputtering 117,181 was also inter- 
preted on the basis of a thermal process. So it appears that 

* Corresponding author. 

the thermal spike process has to be reconsidered in the 
case of insulators. 

The present paper aims at proposing a first detailed 
approach of the use of the thermal spike model in order to 
describe quantitatively the amorphous track radii induced 

in crystalline radiolysis resistant insulators by swi&heavy 
ions. Very recently an analytical version of the thermal 
spike model was applied to magnetic insulators [ 191 show- 
ing the importance of the melting temperature of the 
irradiated material contrary to that of Sigrist and Balzer 
[16]. Moreover it is concluded [19] that the energy density 
necessary for the formation of the track is lower than the 
deposited one. However in this model it is difficult to 
include the track radii determined in SiO, quartz [7]. Even 
with a first numerical solution of the thermal spike model 
[7,20], only a qualitative description of the latent track 
radius variation versus electronic stopping power 
(-d E/d x = S,) was obtained in this material. 

In the thermal spike model the energy lost by the 
slowing down of a heavy ion is given to the target 
electrons and is then transferred to the lattice through 
electron-electron and electron-phonon interactions 
[ 1,17,21,22]. The effect of those interactions is assumed to 
be described by only one parameter [7,20]: A the mean 
diffusion length of the deposited energy on the electrons. 
As expected due to this diffusion length, the energy den- 
sity needed for track formation is lower than the initial one 
[23,24]. The mechanism of heat transfer from electrons to 
lattice depends on whether the material is a metal or an 
insulator [17,20-221. In metals the heat conduction due to 
free electrons results in thermalization of hot electrons 
inside the excited region with cold electrons at the periph- 
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a b s t r a c t

Swift heavy ion irradiation (SHII) can leave a latent ion track around the ion path. Tracks in amorphous
silicon dioxide (a-SiO2) and quartz are interesting due to applications in nanofabrication, for example. In
recent experiments, a previously unresolved fine structure in latent ion tracks in a-SiO2 was found com-
prising a lower density core and a higher density shell. We model the formation of latent ion tracks in
crystalline quartz and amorphous SiO2 using classical molecular dynamics (MD) to simulate the irradia-
tion at the atomistic level, and compare the results to small angle X-ray scattering (SAXS) experiments on
amorphous, 2 lm thick SiO2 layers. Electronic energy deposition of 197Au ions corresponding to experi-
ments is used in the simulations, to allow direct comparison between simulations and existing experi-
ments. We explain the formation of the experimentally observed cylindrical core–shell structure with
the dynamic simulations, and compare the obtained track dimensions and threshold energies with the
experiment.

! 2009 Elsevier B.V. All rights reserved.

1. Introduction

When swift heavy ions penetrate a solid material, inelastic inter-
actions with the target electrons cause them to lose energy,
whereas the nuclear stopping is negligible [1]. The electronic exci-
tations lead to a rapid local heating of the sample lattice close to the
ion path, and at electronic stopping values above a material depen-
dent threshold, this can produce a narrow damaged region known
as an ion track. It is known that the damage in ion tracks varies from
small changes like point defect formation in some materials to
amorphisation of crystalline materials like quartz [2,3]. Properties
like track diameter have been measured previously with a number
of techniques, but only recently SAXS measurements have revealed
a core–shell fine structure in amorphous SiO2 [4,5].

Computational work has been done for several decades to
model the complex track formation process and to help to under-
stand experimental values of track properties. The inelastic ther-
mal spike model [2,6] has proven successful for modeling track
diameters for amorphisable materials [7]. However, to see the ef-
fects of mass and momentum transfer in addition to heat transfer,
atomistic models like molecular dynamics have more recently

been used [8]. This method also opens a direct view to properties
like the density changes inside the heavy ion track reported in this
paper.

2. Methods

2.1. Computational methods

The formation of latent ion tracks in amorphous SiO2 and crys-
talline a-quartz is modelled computationally at the atomistic level,
using the classical molecular dynamics (MD) code PARCAS [9]. The
atomic interactions are calculated using the Watanabe–Samela
Si–O mixed system many-body potential [10,11]. We implement
the electronic energy loss of the swift heavy ions, causing the
tracks, by an instantaneous deposition of kinetic energy in a ran-
dom direction for all the atoms in the simulation cell, decreasing
radially with distance from the center of the vertical track. The
radial energy deposition profile is calculated with a numerical
model [12] for a Au beam with 1.1 MeV/u energy at the initial stage
of the energy deposition (at about 50 fs). This kinetic energy distri-
bution is linearly scaled by integers from 1 to 5 to model the effect
of different energy depositions. Although this linear scaling of the
energy deposition profile is not strictly correct as it neglects the
velocity effect [13], it still represents the deposition as a function

0168-583X/$ - see front matter ! 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.nimb.2009.01.071
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of distance from the ion path sufficiently for our purposes. The en-
ergy deposition per unit pathlength was calculated as the total
track energy deposited to the simulation cell divided by the cell
thickness. We emphasize that kinetic energy is deposited to all of
the atoms in the computation cell, even though only at the nearest
few nanometers from the swift heavy ion path the effect is large
enough to cause an amorphous track.

The cell sizes used in the calculations were 11:5! 11:5! 5:8
nm3 for amorphous SiO2 and 10:6! 10:5! 5:5 nm3 for quartz,
with periodic boundary conditions. The amorphous SiO2 was gen-
erated with a WWW-type Monte Carlo method that ensures an
ideal bonding environment [14]. The method has been shown to
generate radial and angular distribution functions in good agree-
ment with experiments [15]. The last 0.5 nm at the borders of
the computation cell in the x- and y-directions were cooled by Ber-
endsen temperature control [16], to approximate heat conduction
further into the material. The initial temperature in the calculation
was 0 K. A maximum time step of 0.4 fs was used in the calcula-
tions, but in the initial stages the time step could be much shorter
due to the use of a variable time step scheme [17] with constants of
kt ¼ 0:1 and Et ¼ 30 eV. Track evolution was followed in simula-
tions for 50 ps, after which the cell temperature had dropped to be-
low 500 K, and no further changes in density distribution could be
seen.

2.2. Testing and analysis methods

To be sure that the simulation cell size, simulation time or other
similar parameters were not affecting the results, track formation
was tested also with other values of the parameters. Some example
simulations were done also at 300 K, and they showed that the re-
sults are very similar at both temperatures. A smaller 0.08 fs time
step was tested to show that the default value is small enough. To
be sure that the cell size used does not limit track formation at the
cooled boundaries, tests with a cell size 1:5! 1:5! 2 times larger
were performed, as well as a test with a longer 150 ps simulation
time. All results were identical within our measurement accuracy
to earlier results with normal cell sizes and simulation times.

2.3. Experimental methods

The ion tracks were produced in thermally grown amorphous
SiO2, 2 lm thick, on Si(100) substrates. The tracks were generated
by irradiation with Au ions at energies between 27.4 and 185 MeV

at the ANU Heavy Ion Accelerator Facility. Fluences ranged be-
tween 3! 1010 and 3! 1011 ions/cm2. Irradiation was performed
at room temperature with the incident ion direction normal to
the sample surface. Thin SiO2 layers were utilized to achieve a rea-
sonably uniform energy loss over the extent of the layer and hence
uniform ion tracks. The average energy loss was estimated by
SRIM2006 calculations [1] and is virtually entirely due to electronic
interactions. The track structure was studied using synchrotron
small angle X-ray scattering (SAXS) in transmission geometry.
The measurements were performed at the ChemMatCARS beam-
line 15ID-D of the Advanced Photon Source, Argonne National Lab-
oratories, USA, using an X-ray wavelength of 1.1 Å (10.27 keV) and
camera lengths of 555 and 1894 mm. Measurements were per-
formed with the sample surface aligned normal to the X-ray beam,
i.e. parallel to the ion tracks. The resulting isotropic images were
radially integrated around the beam center. Scattering from an
unirradiated SiO2 standard was subtracted from all spectra. More
details of the experimental procedure can be found from [4,5].

3. Results

MD simulations reveal the expected qualitative picture of track
formation in silica and quartz: a ‘‘heat spike”-like region around
the path of the ion, where molten or vaporised material quickly
freezes. Fig. 1 shows an atomistic image of our track simulation
in crystalline quartz, compared to experiment. The damage in the
tracks in the two materials is characterized by amorphisation of
the crystalline quartz inside a rather well-defined region, and a
strong change of density in amorphous silica, as shown in Fig. 2.

Fig. 3 left panel shows the computational density profiles of ion
tracks in amorphous silica as a function of distance from the track
center. In all cases except with 3.6 keV/nm energy deposition a
low-density core and a high-density shell fine structure is seen.
For the largest electronic losses (14.4 and 18 keV/nm) the density
in the core of the track drops dramatically. The dashed line shows
as comparison the density contrast seen in the best fit of the exper-
imental SAXS spectra at a comparable energy loss of 16.5 keV/nm.
The inset shows the area of the underdense core for the simulation
with 10.8 keV/nm energy loss.

In crystalline quartz a similar, but weaker, density contrast is
seen between the core and shell of the track, as shown in the right
panel of Fig. 3. As seen in the left panel of Fig. 1, the track area is
amorphised in the simulation, and a track radius of approximately
4.5 nm is measured with a 15.9 keV/nm energy deposition, com-

Fig. 1. (Left) Top view of a computational image of an ion track in crystalline quartz with 15.9 keV/nm energy loss. (Right) Experimental TEM image with 14 keV/nm energy
loss [2].
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pared to 5:5! 1:0 nm in the experiment with 14 keV/nm [2] (right
panel of Fig. 1.) A more detailed comparison between simulation
and earlier experimental results will be published elsewhere [18].

For amorphous silica, Fig. 4 shows the dependence of observed
track radius as a function of deposited kinetic energy in the simu-
lation. The track radius is increased with deposited energy (energy
loss) because the region of ‘molten’ atoms increases with addi-
tional deposited energy. The track radii are extracted from the den-
sity profiles. We find a good agreement between experiment and
theory.

The results were found to somewhat depend on the choice of
the energy deposition model. Moreover, we note that even the def-
inition of the energy deposition to lattice atoms (3.6–18.0 keV/nm

calculated with the direct method described above) is somewhat
unclear. On one hand, the spreading of energy on the electrons
causes only a fraction of the electronic stopping energy to be
deposited to the finite-size computational lattice via electron–pho-
non-coupling. On the other hand, out of the energy deposition in an
MD simulation, almost exactly half is very quickly converted into
potential energy due to the equipartition of energy, necessitating
using a factor of 2 larger initial kinetic energy deposition to achieve
the atom temperature given in the Toulemonde model [12]. Con-
sidering these and other uncertainties involved in how to treat
the electron–phonon-coupling [19,20], we chose to report the di-
rect energy deposition in our simulations. However, our tests of
different energy deposition models showed that the central quali-
tative features remain the same, and in particular an underdense
core is always formed above the track formation threshold. Details
and a comparison of the energy deposition models will be pub-
lished elsewhere [18].

4. Conclusions

A previously unresolved fine structure in tracks caused by swift
heavy ions in amorphous SiO2 is observed by synchrotron SAXS
measurements and molecular dynamics simulations. The tracks
consist of a lower density core and a higher density shell, com-
pared to unirradiated amorphous SiO2. In crystalline quartz the
same core–shell fine structure is apparent computationally in the
amorphised ion track, although the density contrast is weaker.
The results are consistent with a radial pressure wave originating
from a thermal spike at the track center, that freezes soon after
the ion passage. Future experiments using the novel experimental
measurement protocol will show if this fine structure can also be
found in other materials. A density deficit in the track core is con-
sistent with the previously observed increase in rates of ion track

Fig. 2. Atomistic images of simulated ion tracks in crystalline quartz (left) with 11.9 keV/nm energy loss and in amorphous silica (right) with 10.8 keV/nm energy loss in side
view. In quartz the heavy ion amorphises the track, whereas in amorphous silica the clearest change is the strongly decreased density in the track core.

Fig. 3. Density as a function of distance from the track center in amorphous silica (left) and in crystalline quartz (right). The values at the very center of the track
(distance = 0) are not statistically accurate due to the very low number of atoms in the center.

Fig. 4. Comparison of experimental and computational track radii in amorphous
silica.
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Conclusions	  

•  New	  model	  for	  predicFng	  SEGR	  criFcal	  gate	  voltage	  for	  
SiO2-‐MOS	  was	  developed	  
–  StaFsFcal	  variaFons	  in	  ΔE	  needs	  to	  be	  taken	  into	  account	  
–  oxide	  thickness	  also	  plays	  some	  role	  

•  Model	  works	  also	  with	  Xenon	  ions	  for	  SiO2-‐SiN	  
structures	  (other	  ions	  in	  the	  future)	  
–  SiN	  is	  more	  prone	  to	  SEGR	  at	  least	  in	  case	  of	  Xe-‐ions	  

•  Where	  does	  the	  energy	  of	  the	  ion	  go	  in	  the	  end?	  	  
–  Thermal	  effects	  vs.	  electrical	  effects??	  
– MD	  and	  G4	  simulaFons	  and	  more	  measurements	  required	  
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EXTRA	  SLIDE:	  	  
SEGR-‐staFsFcs	  vs.	  G4-‐simulated	  ΔE	  	  
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